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ABSTRACT
Clone detection is an automated process for finding duplicated code
within a project’s code base or between online sources. Nowadays,
the code cloning community advocates that developers must be
aware of the clones they may have in their code bases. In mod-
ern clone detection, rank-based tools appear as the ones able to
handle the large code corpora that are necessary to identify online
clones. However, such tools are sensitive to their parameters, which
directly affects their clone detection abilities. Moreover, existing pa-
rameter optimization approaches for clone detectors are not meant
for rank-based tools. To overcome this issue and facilitate empirical
studies of code clones, we introduce Multi-objective Code Clone
Configuration, a new approach based on multi-objective optimiza-
tion to search for an optimal set of parameters for a rank-based
clone detection tool. In our empirical evaluation, we ran 3 base-
line search algorithms and NSGA-II to assess their performance
in this new optimization problem. Additionally, we compared the
optimized configurations with the default one. Our results show
that NSGA-II was the algorithm that achieved the best performance,
finding better configurations than those of the baseline algorithms.
Finally, the optimized configurations achieved improvements of
71.08% and 46.29% for our fitness functions.
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1 INTRODUCTION
It is common for developers to adopt code cloning rather than other
code reuse strategies, to increase productivity during software de-
velopment [19, 35, 37, 38]. By leveraging existing code snippets,
developers insert code clones into their systems, thereby saving
time that would otherwise be spent writing code from scratch. The
benefits and drawbacks of code clones are still debatable in the
software engineering community [8, 16]. Nonetheless, the com-
munity agrees that it is important to be aware of the clones in
one’s software projects to properly manage them (e.g., leaving as-is,
refactoring, tracking, and removing) [19, 35, 37, 38].

In the past, code clones were mainly created by duplicating code
from other parts within the same project or from other projects [19,
35, 37, 38]. Nonetheless, the way developers reuse code evolved
after the rise of the internet. We currently have online code clones,
which are code fragments copied from online platforms (e.g., Stack
Overflow, GitHub, ChatGPT) to software projects and vice-versa [13,
22, 23, 29, 32, 48, 49]. Both types of clones are used for the same
purpose: to obtain new functionality, perform a specific task, or fix
a bug. The main difference between traditional clones and online
clones is that the latter are challenging to locate and rectify due to
the scale of the large code bases on the internet [30, 40].

Developers must exercise caution when reusing of online code.
They can be dangerous to systems, leading to security breaches,
API misuse, license violations, and other issues [2, 30, 53]. The Stack
Overflow platform, one of the main sources of data for code reuse,
allows users to find out-of-date answers accepted by the commu-
nity [51]. Ragkhitwetsagul et al. [33] present a use case where a
Stack Overflow code snippet remained marked as the correct an-
swer for approximately two years despite being poorly optimized.
The same code snippet was later found in 435 Java projects on
GitHub. This highlights the importance of developers being aware
of the implications of copying online code.

Previous studies have demonstrated that the performance of
clone detection tools is heavily influenced by their parameter con-
figurations [20, 31, 34]. Ragkhitwetsagul et al. [31] show that using
the tools’ default configuration may lead to sub-optimal perfor-
mance. Thus, it is crucial for clone researchers and practitioners
who rely on clone detection tools to regularly adjust their tools’
parameter configurations in their empirical studies or usages. Unfor-
tunately, finding an optimal configuration for code clone detectors
is not simple. It depends on the dataset and the goal of finding the
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clones (e.g., finding literal copies, looking for alternative implemen-
tations). Thus, having an automated way to tune the code clone
detector’s configuration can save developers’ and researchers’ time.

Using search algorithms is a means to obtain the optimized con-
figurations for clone detectors. In the work by Wang et al. [44],
the authors demonstrate a single-objective search approach em-
ploying genetic algorithms to discover the best configurations for
six clone detectors [1, 7, 11, 14, 15, 28]. The authors observed that
adjusting configurations can significantly enhance the quality of
detection. Similarly, Ragkhitwetsagul et al. [34] employs the same
single-objective genetic algorithm to optimize the parameters of
four clone detection tools. Nonetheless, the result from the study
shows that the single objective optimization may lead to producing
additional false positives and false negatives. In this context, it is
important to reduce the number of false positives from clone detec-
tors to avoid “static analysis fatigue” [36]. At the same time, if the
optimized configurations only aim to provide high precision, it may
also report only a few clones (i.e., low recall). Thus, it is necessary
to strike a balance between the precision of the clone detector and
the number of clones reported.

In this paper, we propose a multi-objective approach to the prob-
lem of configuring parameters for clone detectors, aiming to balance
the precision and recall of the clone recommendations. The clone
detector selected for this study is Siamese [30], as it is one of the
few tools that is applicable for online code clone scenarios, and
also possesses an extensive set of parameters. The Mean Overall
Precision (MOP) and Mean Reciprocal Rank (MRR) metrics were
adopted as fitness functions for optimization. MOP is a novel met-
ric we created to evaluate precision by considering the ranking
of clones, while MRR is a metric already used for clone detectors
capable of making multiple recommendations [6, 12, 30]. Our study
provides a comparison between baseline algorithms for parameter
optimization and NSGA-II [9].

Our results show that NSGA-II achieves the best results. In ad-
dition, the configurations identified by NSGA-II outperform the
default configuration by 71.08% and 46.29% for MOP and MRR, re-
spectively. We make our replication package publicly available [41].

2 BACKGROUND AND RELATEDWORK
Clone detection is the automated process of finding duplicate code
in a given codebase or between two codebases. This practice is
useful in various areas of software development, such as code refac-
toring [5], bug detection [21], code quality [26], and others. It is
difficult for a clone detector to simultaneously achieve high preci-
sion, recall, and scalability when searching for code clones [29–31].
Thus, clone detectors are usually customizable, having multiple
parameters for developers to tweak.

Code-to-code search tools are a type of code clone detection
tool that, given a code query, reports a ranked list of clone candi-
dates [17, 18, 24, 27, 30]. These tools are scalable and can search for
clones in large-scale source code data. These rank-based clone de-
tectors are useful for locating clones or recommending alternative
implementations from online code bases such as Stack Overflow or
GitHub. Code clone search usually returns a large number of results
because of the large-scale search corpus. By having the ranked list
of results, the true clones not only need to be included in the result

but also be closest to the top-ranked result because developers may
be able to only look at the top N results and ignore the rest.

As previously mentioned the work by Wang et al. [44] presents
EvaClone, a framework capable of optimizing configurations of
clone detection tools through a single-objective genetic algorithm.
Ragkhitwetsagul et al. [34] present a replication of this study. How-
ever, in the replication, EvaClone provided undesirable results. A
qualitative analysis showed that the tools optimized with EvaClone
reported many false positives and false negatives.

Previous research efforts in clone parameter optimization are
limited to optimizing agreement between tools. Considering a prop-
erly formatted oracle, such as Bellon et al. [3]’s beanchmark, one
may find good results. However, when applied to a real-world sys-
tem, such an approach yielded poor results for clone quality. Given
the additional challenges of online clones, existing approaches for
optimizing parameters are unfeasible for modern clone detectors.

3 MULTI-OBJECTIVE CODE CLONE
CONFIGURATION

3.1 Fitness Functions
Given a certain code snippet as a query, rank-based clone detection
tools output a list of snippets the tool believes to be clones. The
tool may also choose not to suggest any snippets in case it believes
there are no clones for the query. In this case, the tool’s output
consists of an empty list. By leveraging an oracle of labeled clones,
one can assess the quality of a certain configuration.

Consider𝑄 to be the set of all code snippets (queries) in the oracle.
Each code snippet in the oracle is represented by 𝑞 ∈ 𝑄 . In this
context, 𝑂 (𝑞) indicates the known clones for query 𝑞 in the oracle.
Consider 𝑆 to be a rank-based clone detector. Given a certain query
𝑞 submitted to 𝑆 , 𝑆 (𝑞) represents the list of snippets suggested by
the tool, where 𝑆 (𝑞)𝑛 indicates the code snippet ranked at position
𝑛 in the list. The goal of is that for every 𝑞 ∈ 𝑄 , 𝑆 (𝑞) = 𝑂 (𝑞). In
this condition, not only all the snippets suggested by the tool were
correct (precision) but also the tool retrieved all clones according
to the oracle (recall). In rank-based clone detection, precision and
recall cannot be computed according to standard metrics [31, 39,
40, 52]. Hence, to compute the precision and recall for rank-based
clone detectors, we used proxy metrics inspired by classic quality
indicators in recommendation systems [25].

To compute the precision of 𝑆 (𝑞), we leverage Precision@k. Con-
sidering the first 𝑘 suggestions for a query (𝑘 ≤ |𝑆 (𝑞) |), this metric
counts the number of correct suggestions until the 𝑘𝑡ℎ rank aver-
aged by 𝑘 , as shown in Equation 1.

Precision@k(𝑆 (𝑞)) =

∑𝑘
𝑛=1 𝑥 ,

{
𝑥 = 1, if 𝑆 (𝑞)𝑛 ∈ 𝑂 (𝑞)
𝑥 = 0, if 𝑆 (𝑞)𝑛 ∉ 𝑂 (𝑞)

𝑘
(1)

Since the goal of a clone detector for a certain query is to iden-
tify all existing clones as precisely as possible, the tool’s preci-
sion cannot be assessed by considering only a single value of
𝑘 . Instead, given a list of suggestions, it is necessary to evalu-
ate the Precision@k for the entire list. Hence, we introduce the
OverallPrecision (OP) metric, depicted in Equation 2. Given 𝑆 (𝑞)
for a certain query 𝑞, the OP (𝑆 (𝑞)) metric sums the Precision@k
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values where 1 ≤ 𝑘 ≤ |𝑆 (𝑞) |, and averages over the number of
suggestions in the list.

OP (𝑆 (𝑞)) =
∑ |𝑆 (𝑞) |
𝑘=1 Precision@k(𝑆 (𝑞))

|𝑆 (𝑞) | (2)

The OP (𝑆 (𝑞)) metric can be used to assess the overall precision
of a single query. However, the oracle is composed of several queries.
Consider 𝑄𝑆 to be the subset of queries for which clone detector 𝑆
provided a non-empty list of suggestions so that 𝑄𝑆 ∈ 𝑄 . To assess
the precision of a clone detector for a certain oracle, we employ the
MeanOverallPrecision (MOP) metric, shown in Equation 3.

MOP (𝑄) =
∑ |𝑄𝑆 |
𝑞=1 𝑂𝑃 (𝑆 (𝑞))

|𝑄𝑆 |
(3)

Measuring recall in rank-based clone detection is also not straight-
forward. Not only it is necessary to assess to what extent the clones
in the oracle were retrieved but also if the clones were retrieved
within the top ranks in the list. For this, to the best of our knowledge,
one needs to employ the ReciprocalRank (RR) indicator [43].

Consider rank(𝑆 (𝑞)) to represent the rank position of the first
correct clone suggested by tool 𝑆 for query 𝑞. RR is computed
according to Equation 4. As one can see, when a correct clone is
suggested in the top ranks of the list, a higher value of RR is awarded.
Differently, if a correct clone only appears at the end of the list, the
metric yields a lower value. The worse value of RR(𝑆 (𝑞)) = 0 occurs
on two occasions: i) the tool does not retrieve a single correct clone
from the oracle; and ii) the tool does not suggest any clones.

RR(𝑞) = 1
𝑟𝑎𝑛𝑘 (𝑆 (𝑞)) , if |𝑆 (𝑞) | > 0

RR(𝑞) = 0, if |𝑆 (𝑞) | = ∅
(4)

The RR metric can be used to assess the recommendation quality
for a single query. To measure the recommendation quality for an
entire oracle (𝑄), we employ theMeanReciprocalRank (MRR) metric,
as depicted in Equation 5.

𝑀𝑅𝑅(𝑄) =
∑ |𝑄 |
𝑞=1 𝑅𝑅(𝑞)

|𝑄 | (5)

3.2 Example of Fitness Computation
To demonstrate how the MOP and MRR metrics are computed, we
will use two real examples from our oracle (see Section 4.2). Query
𝑞1 is a code snippet for a hashCode() method implementation
found in a StackOverflow post. The oracle indicates two snippets,
𝑠1 and 𝑠2, as clones of𝑞1, both found in NetBeans source code. Query
𝑞2 is themethod getNoFocusBorder() included in a StackOverflow
post, for which our oracle indicates three existing clones in the
source code of JHotDraw and NetBeans. The links and references
for the clone pairs discussed in this section are available in our
replication package [41]. Let’s assume that, for 𝑞1, we have the
known clones in the oracle 𝑂 (𝑞1) = {𝑠1, 𝑠2} and the suggestions
made by a certain clone detector 𝑆 (𝑞1) = {𝑠1, 𝑠2}. For 𝑞2, we have
𝑂 (𝑞2) = {𝑠3, 𝑠4, 𝑠5} and 𝑆 (𝑞2) = {𝑠1, 𝑠5, 𝑠3}.

To compute MOP (𝑄), one needs to first compute the values of
OP (𝑞1) and OP (𝑞2). For 𝑞1, the clone detector suggested two clones

(|𝑆 (𝑞1) | = 2). Hence, we need to compute the Precision@k for 𝑘 = 1
and 𝑘 = 2. For 𝑘 = 1, we only look at the first suggestion made by
the clone detector, which is a true clone. Thus, Precisions@1(𝑞1) =
1
1 = 1. For 𝑘 = 2, we look at the first and second suggestions, which
are both true clones. Thus, Precisions@2(𝑞1) = 1+1

2 = 1. As a result,
OP (𝑞1) = 1+1

2 = 1.
For 𝑞2, we compute Precision@k for 𝑘 = {1, 2, 3}. In this case,

Precision@1(𝑞2) = 0
1 = 0 because 𝑠1 is not a true clone. Next,

Precision@2(𝑞2) = 0+1
2 = 0.5 and Precision@3(𝑞2) = 0+1+1

3 = 0.66.
Hence,OP (𝑞2) = 0+0.5+0.66

3 = 0.38. Finally,MOP (𝑄) = OP (𝑞1 )+OP (𝑞2 )
2 =

1+0.38
2 = 0.69.
To compute MRR(𝑄), we need to compute the ReciprocalRank

indicator for 𝑞1 and 𝑞2. Regarding RR(𝑞1), we identify the rank of
the first true clone suggested in 𝑆 (𝑞1). The first suggested true clone
is 𝑠1 at rank 1st. Hence, RR(𝑞1) = 1

1 = 1. In the case of 𝑆 (𝑞2), the
first suggested true clone is 𝑠5 at rank 2nd. Thus, RR(𝑞2) = 1

2 = 0.5.
As a result, MRR(𝑄) = RR(𝑞1 )+RR(𝑞2 )

2 = 1+0.5
2 = 0.75.

3.3 The MC3 Problem Formulation
Given a rank-based clone detector, the Multi-objective Code Clone
Configuration (MC3) problem consists of searching for a param-
eter configuration that maximizes the MeanOverallPrecision and
MeanReciprocalRank metrics, as defined in Section 3.1. Consider ®𝑥𝑆
the parameters that configure a clone detector 𝑆 to be subjected to
an oracle of queries 𝑄 . The MC3 problem is defined in Equation 6.

MC3 ⇒
{
max 𝑓1 ( ®𝑥𝑆 ) = MOP (𝑄)
max 𝑓2 ( ®𝑥𝑆 ) = MRR(𝑄)

(6)

4 EMPIRICAL METHODOLOGY
In this paper, we set out to answer the following research questions.
The rest of this section depicts our methodology including the clone
detector, the oracle, and the search algorithms.

• RQ1: What is the performance of search algorithms in the
Multi-objective Code Clone Configuration problem?

• RQ2: How do the optimized configurations compare to the
default configuration?

4.1 Siamese
Siamese is a scalable rank-based code clone search tool that employs
multiple techniques to improve the accuracy and scalability of its
clone detection [30]. It relies on multiple code representation, query
reduction (QR), and a customized ranking function. Siamese works
in two phases: indexing and retrieval.

In the indexing phase, the corpus of source code that will be
searched for clones is input into Siamese. Siamese works with four
different code representations: 𝑟0—original source code text, 𝑟1—n-
grams of code token with no renaming, 𝑟2—n-grams of code token
with the identifier, literal and type-token renaming, and 𝑟3—n-grams
of code token with all tokens renamed.

In the retrieval phase, a code snippet serves as a query to search
for clones. The query is processed similarly to the indexing phase.
After getting the query’s four code representations, Siamese per-
forms query reduction by removing irrelevant search tokens and
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Table 1: Siamese parameters used in this study.

Parameter Values

n-gram size (nGS) {4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24}

QR threshold (qOr, qT1, qT2, qT3) {2, 4, 6, 8, 10, 12, 14, 16, 18, 20}

boosting (bOr, bT1, bT2, bT3) {-1, 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20}

minCloneSize (mCS) {6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}

simThreshold (sTh)

{{10%,20%,30%,40%}, {20%,30%,40%,50%},
{30%,40%,50%,60%}, {40%,50%,60%,70%},
{50%,60%,70%,80%}, {60%,70%,80%,90%},
{10%,30%,40%,50%}, {20%,40%,60%,70%},
{30%,60%,80%,90%}}

n-grams. The qr threshold is used as a cut-off threshold for mak-
ing such removal. The four representations after query reduction
are used to retrieve similar code snippets. Finally, the similarity
threshold is used to filter out the clones with lower similarity than
the threshold. If there are no clones above the similarity threshold,
Siamese does not make any recommendation.

Table 1 depicts Siamese’s parameters used in our empirical study.
Both the qr threshold and the boosting parameters are composed
of four individual parameters, one for each code representation.
Even though they are treated as separate parameters in the opti-
mization process, these parameters have the same overall purpose
and can assume the same values. We selected the same parameters
used in Siamese’s original publication [30] and also expanded by
considering additional values for each parameter.

4.2 Clone Oracle
The oracle employed in our study is a manually annotated set of
real-world online clone pairs between StackOverflow (SO) posts
and open-source software projects written in Java [32]. The code
snippets from SO come from accepted answers to Java-related ques-
tions. The Java open-source projects come from the Qualitas bench-
mark [42]. For each SO code snippet, the oracle indicates one or
more snippets in the Qualitas’ projects that have been validated as
real clones. For each clone pair, the oracle indicates the start and
end lines for both the SO post and the Qualitas code file.

In the original manual annotation [32], the clone pairs were
categorized into different groups. For this study, we excluded the
trivial clone pairs categorized in the BP (boiler-plate or IDE auto-
generated), IN (inheritance/interface implementation) and NC (not
clones) groups. For more details regarding the manual annotation
and categories, we refer to the original publication [32]. This re-
sulted in a total of 553 clone pairs between SO andQualitas’ projects,
associating with 323 unique SO snippets.

To evaluate Siamese using the oracle, we had to download and
preprocess the SO code snippets and the Qualitas projects listed
in the oracle. The code snippets from SO were downloaded using
StackExchange1. A SO post may contain several code blocks, where
each code block may contain several lines of code. Hence, for each
SO post listed in the oracle, we extracted the code snippet within
the start and end line according to the oracle. In the cases where a
single SO post contained more than one snippet in clone pairs, we
separately extracted the code forming individual SO snippets.

1https://archive.org/details/stackexchange

The Java projects from the Qualitas benchmarkwere downloaded
from the official website2. We downloaded the release version
20130901r, which is the same one used to create the oracle [32]. In
total, the Qualitas benchmark used in this empirical study contains
111 projects, including 166,709 Java files and a total of 19,614,083
lines of code. The only preprocessing step performed in the Quali-
tas code was the removal of code comments and the application of
pretty printing3 to normalize the code structure.

In summary, our evaluation dataset consists of 323 snippets from
SO with known clones among the Qualitas projects. Thus, each SO
code snippet is considered a query to be searched in Siamese. In the
context of this paper, to evaluate a certain parameters’ configura-
tion, we need to: i) index all Qualitas projects into Siamese; ii) use
Siamese to search each of the 323 queries and store the suggestions;
and iii) compute the MOP and MRR metrics for the entire oracle.

4.3 Search Algorithms
For this empirical evaluation, we selected one multi-objective algo-
rithm and three baseline algorithms. The multi-objective algorithm
selected for this paper was NSGA-II [9]. We believe such a classic al-
gorithm fits the exploratory nature of this evaluation, which seeks
to find out how search algorithms perform in the new problem
of multi-objective code clone configuration. For the baseline algo-
rithms, we employed Grid Search, Random Search, and Bayesian
Search. These algorithms are commonly used in parameter opti-
mization tasks, especially in the machine learning domain [47, 50].

For the Grid Search algorithm, a domain specialist must select
a pre-defined set of values in the search space (a grid), which the
algorithm will exhaustively explore. We use code clone detection
literature and their prior knowledge to define parameters they be-
lieved would yield good results. We chose the n-gram size values of
{4, 6, 8}, qr threshold values of {8, 10}, the boosting values of {-1, 10},
the minCloneSize values of {6, 10} and the two sets of simThreshold
values of {{20%,40%,60%,80%}, {30%,50%,70%,90%}}. The Grid Search
algorithm performs an exhaustive search within the reduced search
space defined in the grid. Hence, its execution time and results
are deterministic. For this reason, to ensure a fair comparison be-
tween algorithms, the Grid Search execution time was used as the
stopping criterion for the other algorithms. In the computational
infrastructure used to run our study, the average time to evaluate a
single parameter’s configuration was 66 seconds. The total number
of parameter combinations in the grid is 3,072. Hence, the Grid
Search algorithm took approximately 54 hours to execute.

For the Random Search, we generated parameters’ configurations
in a random fashion. For each parameter, we randomly sampled
a value using a uniform distribution. New random configurations
were generated and evaluated until the stopping criterion of 54
hours was reached.

Different than Grid and Random Search, the Bayesian Search is
guided by a fitness function. Hence, we had to employ a weighted
approach to combineMOP andMRR into a singlemetric. To enhance
diversity, we used three different weighting strategies. For Bayesian-
EQ, the weights given to MOP and MRR are equal. Bayesian-MOP
favors the MOP metric, with a {0.7, 0.3} weight ratio between MOP

2http://qualitascorpus.com/download/
3https://astyle.sourceforge.net

https://archive.org/details/stackexchange
http://qualitascorpus.com/download/
https://astyle.sourceforge.net


Code Clone Configuration as a Multi-Objective Search Problem ESEM ’24, October 24–25, 2024, Barcelona, Spain

0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90
MRR

0.1

0.2

0.3

0.4

0.5

0.6

0.7

M
OP

Grid Search
Random Search
Bayesian-EQ
Bayesian-MRR
Bayesian-MOP
NSGA-II

Figure 1: Pareto fronts obtained by the search algorithms.

and MRR, respectively. Similarly, Bayesian-MRR favors the MRR
metric with a weight ratio of {0.3, 0.7} between MOP and MRR.

For NSGA-II, we used tournament selection, single-point crossover,
uniform random mutation, and a population of size 10. We chose
a small population size because of the time it takes to evaluate an
individual’s fitness. As previously mentioned, the average time to
evaluate a single configuration (individual) is 66 seconds. In this
scenario, a large population size would extrapolate the 54-hour time
limit in a few generations. Thus, with the goal of better exploring
the search space, we prioritized a larger number of generations
over a large population.

Given the large amount of time to finish a single execution of
a search algorithm, the non-deterministic algorithms included in
this empirical evaluation (Random Search, Bayesian Search, and
NSGA-II) were executed only once. We address this threat to the
study’s validity in Section 6.

After executing the search algorithms, we calculate the Pareto
fronts of the algorithms. We also calculate the hypervolume (HV)
from a reference point that dominates all other points, known as the
nadir point, in order to compare the obtained Pareto fronts.. This
guarantees that the extreme points of the Pareto front have a non-
zero contribution to the total hypervolume [4]. For this study, using
an offset of 0.01, the nadir reference point to compute hypervolume
is (MOP = 0.759,MRR = 0.913).

5 RESULTS
RQ1: What is the performance of search algorithms in the
Multi-objective Code Clone Configuration problem?

Figure 1 presents the Pareto fronts obtained by the search algo-
rithms included in this empirical evaluation. Overall, it is clear that
the Grid Search algorithm achieved the worst results. All the points
in its Pareto front are dominated by the Pareto fronts obtained
by the other algorithms. This demonstrates the configurations de-
signed by specialists were far from optimal, indicating the need for
automated parameter optimization.

Random Search achieved much better results than Grid Search.
When compared to the fitness-guided algorithms, the Pareto front
obtained by Random Search is only slightly worse for the MOP
metric and virtually the same for the MRR metric.

Based on a visual analysis, all the other algorithms achieved
similar results. This is demonstrated by how their Pareto fronts are

intertwined with each other. All the weighted Bayesian variations
and NSGA-II achieved MOP and MRR values around 75% and 92%,
respectively. To differentiate these algorithms, we need to look at
their hypervolume.

Table 2: Hypervolumes
of each search algorithm.

Search Algorithm HV

Grid Search 0.330
Random Search 0.025
Bayesian-MRR 0.024
Bayesian-EQ 0.017
Bayesian-MOP 0.018
NSGA-II 0.015

Table 2 presents the hyper-
volume values for each search
algorithm. In this context, the
lower the hypervolume the bet-
ter. As expected from the vi-
sual analysis, the hypervolumes
computed for Grid and Random
Search are the highest, indicat-
ing the worst-performing algo-
rithms. The lowest hypervol-
ume value is 0.01523, referring
to NSGA-II, closely followed by
Bayesian-EQ. With these results,
among all the search algorithms included in our empirical evalua-
tion, we can conclude that NSGA-II achieved the best performance
for the problem of multi-objective code clone configuration.

Response to RQ1: The NSGA-II multi-objective algorithm achieved
the best performance for the problem of multi-objective code clone
configuration.

RQ2: How do the optimized configurations compare to the
default configuration?

To answer RQ2, we compare Siamese’s default configuration to
optimized configurations found by NSGA-II, which was the best-
performing search algorithm, as depicted in RQ1. For the optimized
configurations, we selected the configurations in the Pareto front
that achieved the highest MOP andMRR values. In addition, we also
selected the configurations that strike the best balance between
MOP and MRR. Table 3 presents the parameters’ values for the
default and optimized configurations followed by the MOP and
MRR values they achieved.

As one can see from the table, the optimized configurations
achieved higher values of MOP and MRR when compared to the
default configuration. When comparing the optimized configura-
tions with the highest MOP and MRR to the default, the optimized
configurations show improvements of 71.08% and 46.29% for MOP
and MRR, respectively. The configurations with the best balance
between the fitness functions present better MOP (68.51% higher)
and MRR (40.76% higher) compared to the default. When looking
at the optimized configurations with the highest MOP and MRR,
one can clearly see the trade-off between the fitness functions. This
indicates how the objectives are conflicting, exacerbating the need
for automated multi-objective optimization.

When analyzing the parameters’ values, one can draw interesting
observations. The n-gram size for all optimized configurations is
17, where the default configuration is 4. This may indicate that the
clones between SO and Qualitas rarely contain added or removed
tokens within the statements. Thus, the longer n-gram size of 17
can capture the sequence of clones better than the shorter one (i.e.,
4). Considering the qr threshold for the original code representation
(qOr), the values are vastly different between the configurations
with the highest MOP and MRR values. While the configurations
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Table 3: Siamese’s default and optimized configurations found by NSGA-II followed by the MOP and MRR values.

Configuration Parameters MOP MRR
nGs qOr qT1 qT2 qT3 bOr bT1 bT2 bT3 mCS sTh

Default 4 10 10 10 10 1 4 4 4 6 50%,60%,70%,80% 0.437 0.616

NSGA-II (MOP) 17 2 4 20 12 14 4 4 10 13 60%,70%,80%,90% 0.747 0.580
17 2 4 20 12 20 4 4 10 13 60%,70%,80%,90% 0.747 0.580

NSGA-II (MRR)

17 12 12 20 12 14 4 4 10 7 10%,30%,40%,50% 0.096 0.902
17 12 4 8 2 14 4 4 10 7 10%,30%,40%,50% 0.096 0.902
17 12 4 20 12 14 4 4 10 7 10%,30%,40%,50% 0.096 0.902
17 12 12 8 12 14 4 4 10 7 10%,30%,40%,50% 0.096 0.902
17 12 4 8 6 14 4 4 10 7 10%,30%,40%,50% 0.096 0.902

NSGA-II (Balanced)

17 2 4 8 12 20 4 14 12 7 60%,70%,80%,90% 0.736 0.868
17 2 4 20 2 20 4 14 12 7 60%,70%,80%,90% 0.736 0.868
17 2 4 8 2 20 4 14 12 7 60%,70%,80%,90% 0.736 0.868
17 2 12 20 2 20 4 14 12 7 60%,70%,80%,90% 0.736 0.868

with the highest MOP present 𝑞𝑂𝑟 = 2, the ones with the highest
MRR present 𝑞𝑂𝑟 = 12. For the other qr threshold parameters
(qT1, qT2, qT3), the values vary, even within configurations that
achieved the same MOP and MRR values. This indicates that, for
this oracle, the only qr threshold that influences the results is qOr.
This observation complements the discovered large n-gram size of
17. It shows that the original code representation, i.e., the source
code text, has the strongest effect on the clone search result.

One can see an interesting relationship between the minClone-
Size and the simThreshold parameters. The default configurations
establish a minimum clone size of 6 lines and a moderate similarity
threshold. To achieve higher precision (MOP), the minimum clone
size was raised to 13 with a higher similarity threshold. With this
configuration, Siamese is more careful in its recommendations. To
achieve high recall (MRR), the strategy is the opposite. While low-
ering the similarity threshold, the minimum clone size is raised to
7. This indicates that Siamese managed to achieve high recall look-
ing for longer clones. Importantly, the balanced solutions achieved
higher values of MOP andMRRwhile still employing stricter param-
eters, having higher clone sizes, and higher similarity thresholds.

Response to RQ2: The optimized configurations achieved improve-
ments of 71.08% and 46.29% for MOP and MRR, respectively. The
balanced configurations achieved better MOP and MRR while employ-
ing stricter parameters.

6 THREATS TO VALIDITY
Because of its preliminary and exploratory nature, our empirical
study’s validity is affected by some threats, which are discussed
according to Wohlin et al. [46] guidelines on experimentation.

Conclusion and Internal threats: Due to resource and time con-
straints, we could only run each algorithm once. As a result, wewere
not able to perform statistical analyses to assess the algorithms’ per-
formance. To mitigate this threat, we performed a careful analysis
of the results found during each algorithm’s execution. Construct
threats: We consider two threats to the construct validity. First,
we chose Siamese, a state-of-the-art rank-based clone detector, as
a clone search tool in this study. Second, our oracle is composed

of real-world online clones from Stack Overflow and open-source
projects. External threats: We employed a single clone detector
and clone oracle. Thus, the results may not be generalized. The
Qualitas corpus is over ten years old, so the code snippets in the
Oracle may not represent modern Java applications. To improve
the generalization, other rank-based clone detectors and additional
oracles should be included in the study.

7 NEXT STEPS
In future work, we will add more multi-objective algorithms and
increase the number of algorithm executions. We will also improve
our infrastructure and parallelize Siamese’s execution using sur-
rogate models [10, 45] to reduce the time necessary to evaluate
the parameter’s configuration. Hence, we can execute the non-
deterministic algorithms more times, allowing for statistical analy-
ses. In addition, we will also conduct additional empirical studies
with more clone detection tools and more oracles.

8 CONCLUSION
In this paper, we introduced emerging results of the Multi-objective
Code Clone Configuration problem, where the parameters of a rank-
based clone detector are optimized to balance precision and recall.
We employed multi-objective and baseline search algorithms using
a previously published oracle of real-world online clones between
StackOverflow and open-source projects. We chose Siamese as our
rank-based clone detector.

Our results showed that NSGA-II was the best-performing algo-
rithm according to hypervolume. In addition, we also compared the
NSGA-II optimized configurations to Siamese’s default configura-
tion. Our analyses demonstrate that the optimized configurations
obtained better precision and recall, achieving 71.08% and 46.29%
higher MOP and MRR, respectively. Our finding paves the way
for better configurations of code clone detection tools in future
empirical studies.
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